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Abstract—The rapid response and high energy efficiency of
the unmanned aerial vehicle (UAV) are crucial prerequisites
for enabling time-sensitive and long-endurance target tracking
missions, such as search and rescue, area reconnaissance, and
convoy monitoring. However, existing research in target tracking
primarily focuses on enhancing tracking accuracy, which strug-
gles to adapt to tasks considering strict time constraints and
energy consumption. To address these issues, this paper intro-
duces a model-based reinforcement learning tracking strategy
(MRLTS) for the UAV to minimize control costs and achieve user-
specified tracking performance, including a two-stage design.
In the first stage, a steady-state robust tracking controller is
developed based on available model knowledge that forces the
UAV to asymptotically approximate a predefined observation
path in spite of uncertainties. In the second stage, an intelligent
component based on the soft actor-critic (SAC) algorithm is
customized to empower the UAV to strike a trade-off between pre-
scribed tracking performance and energy consumption, wherein
a skilled barrier function is constructed to interpret specified
time constraints. The proposed paradigm can provide a higher
sampling efficiency than SAC-based strategy. Simulation results
demonstrate that our strategy outperforms benchmarks and
results in a 46.3% cost-effectiveness improvement at least.
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I. INTRODUCTION

RELYING on low manufacturing cost, convenient deploy-
ment and high maneuverability of unmanned aerial ve-

hicles (UAVs), the UAV assistance paradigm, such as disaster
rescue [1], data gathering [2], [3], and surveillance [4], [5],
has spurred intensive interests. In these applications, robust
tracking of ground mobile targets is a critical technology to
fulfill the requirement for multi-directional information col-
lection and efficient monitoring [6]. This technology attempts
to steer UAVs to travel along a user-defined path centered at
a ground target steadily, enabling a periodical and continuous
observation of the interested object.

Recently, circular-guided target tracking strategies [7]–[15]
have shown robust performance in tracking mobile targets,
wherein UAVs are commanded to orbit the target at a constant
radius, ensuring the reliability of tracking. A parameterized el-
liptical target tracking protocol [16], [17] is further developed
to save energy while improving observation efficiency. It is
worth declaring that reported schemes can merely guarantee
relative distance disagreement to asymptotically decay toward
the specific residual sets, resulting in a prolonged settling time
inevitably. When confronted with tasks subject to stringent
time constraints, existing results [7]–[17] are inadvisable.

Due to the need for rapid emergency response, the UAV
needs to reach the desired position within a short time.
Prescribed performance control (PPC) [18]–[21] offers an
elegant solution to meet this requirement. It aims to transform
inequality constraints into unconstrained ones by constructing
an error transformation function, assuring strict confinement of
the relative distance within prescribed regions. However, cur-
rent PPC-based controllers typically achieve superior perfor-
mance at the expense of excessive power consumption, which
inevitably posts a challenge for long-endurance missions.

Characterized by powerful optimization ability, deep rein-
forcement learning (DRL) has attracted significant attention. It
aims to approximate the optimal control policy iteratively by
interacting with environment repeatedly, greatly overcoming
the reliance on complete modeling knowledge in uncertain
missions. Although DRL-driven target tracking methods have
been successfully advocated in [22]–[24], they still face two
serious drawbacks: sluggish convergence and weak constraints
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TABLE I
COMPARISONS OF MRLTS AND OTHER ALGORITHMS

Schemes Design concerns Advantages Disadvantages
Energy saving Prescribed performance

constraint
Anti-disturbance

capability

Asymptotic-time
controllers

[7]–[15] ✗ ✗ ✗
Conceptual intuitive;
Easy for realization

Slow convergence rate;
High energy usage;

Inability to meet
time constraints

PPC-based
controllers

[18]–[21] ✗ ✓ ✗
Easy for realization;

Designated convergence rate

High energy usage;
Lack of optimization

ability

Data-driven
based schemes

[24], [25] ✓ ✗ ✗

Superior optimization ability;
Eliminate the dependence on

modeling information

Failure in handling
time constraints

MRLTS ✓ ✓ ✓

Designated convergence time;
Optimality in tracking

accuracy and energy usage;
High sampling efficiency

Poor migration ability

handling ability. On the one hand, due to the lack of high-
quality model information to assist training, low sampling
efficiency is always involved in current DRL. On the other
hand, few efforts have been made along the line of DRL-
related target tracking with designated tracking performance.
These factors constitute the primary motivation to tailor the
prevailing DRL to implement faster convergence and better
compliance with constraints.

Enlightened by the previous analysis, this article proposes a
nontrivial model-based reinforcement learning tracking strat-
egy (MRLTS) for the UAV with optimal cost-effectiveness,
which consists of a steady-state robust control item and an
approximate optimal learning component. The salient merits of
MRLTS are that under available modeling knowledge, a robust
tracking controller is introduced into the DRL-based paradigm
to generate confidential experienced datasets for DRL training,
such that unnecessary explorations and redundant “trail-and-
error” can be reduced effectively while achieving a better gen-
eralization ability. The learning component takes responsibility
for addressing time constraints and minimizing control costs
through a data-driven approach. The primary contributions are
summarized as follows:

1) We propose a novel MRLTS to attain an optimal trade-
off between tracking performance and energy consump-
tion. Unlike non-DRL target tracking methods [7]–[21]
suffering from exponential decaying rates, herein the
proposed method can specify convergence time and
confine error dynamics within predefined regions. Fur-
thermore, in contrast to PPC-based designs [18]–[21]
that prioritize accurate target tracking at the expense of
excessive energy consumption, our strategy can promote
an effective coordination between these two aspects.

2) Different from pure DRL results [22]–[24] confined to
sluggish convergence property, a nontrivial model-based
DRL paradigm is developed to greatly improve sampling
efficiency and decrease the cost of sample collection,
wherein an analytical control item is incorporated to
stabilize error dynamics. Specifically, in order to recover
uncertainties timely, a concise filtering named unknown

system dynamics estimator (USDE) is devised in steady-
state robust item. Moreover, a skilled barrier function
that interprets specified-time restrictions is embedded in
reward functions to be maximized, bringing significant
state constraints handling ability into DRL framework.

3) We conduct comprehensive simulations and compare
our algorithm with benchmark algorithms. Simulation
results verify that our strategy achieves a 40.84% higher
energy-efficient and reduces cost by 43.25% compared
to PPC-based algorithm [21], respectively.

The rest of this paper is organized as follows. Related work
is stated in Section II, while system model is provided in Sec-
tion III. MRLTS is implemented in Section IV and simulation
results are shown in Section V. Section VI concludes the paper.

Notations: The following notations are used throughout this
paper. | · | denotes the absolute value. ∥ · ∥ represents the 2-
norm. [·]𝑇 denotes transpose of a matrix. R,R+,Z denote the
set of real numbers, positive real numbers and integer numbers
respectively. R𝑛,R𝑛×𝑚 denote 𝑛-dimensional vector and 𝑛×𝑚
matrix, respectively.

II. RELATED WORK

A. Analytic-based Scheme

An asymptotic target-enclosing controller incorporating a
consensus-based target observer was developed in [8] for
UAVs with limited perceptual abilities to realize target en-
closing by constructing a group of leader-follower interactive
potentials. Relying on range and range rate measurements,
Jia et al. [26] considered a distributed coordinate-free control
scheme that can enforce UAVs to reach desired objective
circle and then tightly surround the cooperative target at a
preassigned distance. In particular, considering multi-targets
distributed in a strip shape case, Chun et al. [16] devised an
elliptical encirclement control protocol to enclose targets by
inferring the non-orthogonal relationships between the axial
and tangential unit vectors in terms of bearing angles.

Some researches focusing on prescribed performance can
be found in numerous fields. Koksal et al. [18] employed
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Fig. 1. Illustration of UAV-to-ground mobile target tracking scenario.

an adaptive control with prescribed performance limitations
for UAVs to characterize preselected convergence rate and
overshoot based on a strict-feedback form. Liu et al. [19]
utilized PPC in nonlinear multi-agent systems to guarantee
consensus errors evolving within predefined regions. Under
the constraint of input saturation, a user-defined convergence
rate of the line-of-sight angle can be ensured via resorting to
a PPC-based adaptive sliding mode guidance law [20]. Zhang
et al. [21] exploited an appointed-time performance function
to construct the enclosing algorithm for UAVs, rendering
that convergence speed of error profiles can be effortlessly
governed by users.

B. Data-driven Based Scheme

In recent years, more attentions have been gradually paid
on seeking model-free solutions. Ma et al. [22] investigated a
DRL technique to achieve a target capturing formation pattern
with collision-free behaviors. To maximize average spectrum
efficiency and improve convergence rate, Wu et al. [24] studied
a federated multi-agent deep deterministic policy gradient al-
gorithm to jointly optimize trajectories of multiple vehicles for
an air-ground coordinated communications system. Messaoudi
et al. [25] devised a multi-agent deep Q-network-based scheme
for UAV data collection assisted by a mobile charging station,
aiming to minimize the age of information and reduce energy
consumption through trajectory optimization of the UAV.

A brief comparison between current control schemes and
our proposed method is summarized in Table I.

III. SYSTEM MODEL AND PROBLEM FORMULATION

In this paper, we consider a quadrotor UAV steadily pur-
suing a ground cooperative target along a scheduled elliptical
orbit at a fixed height, which can provide a reliable operational
pattern, as shown in Fig. 1. To achieve efficient connectivity
between UAVs and the target in cooperative tasks, we assume
that the UAV can continuously receive the target’s location,
i.e., p𝑡 = [𝑥𝑡 , 𝑦𝑡 ]𝑇 ∈ R2 using Global Positioning Systems and
on-board antennas. In this section, we will provide the system
model and formulate the problem of optimal tracking control
for the UAV.

A. System Modeling

Typically, the motion behaviors of the UAV are described at
translational and rotational layers. Since rotational dynamics
has a much smaller time constant than translational dynamics.
Here, we assume that there exists a mature autopilot to follow
translational references. Inspired by [27], a planar UAV motion
can be formulated in the inertial frame as

𝑚 ¥𝑥 = 𝑈 (cos 𝜑 cos𝜓 sin 𝜃 + sin 𝜑 sin𝜓) + 𝑓𝑥 + Δ𝑥 ,
𝑚 ¥𝑦 = 𝑈 (cos 𝜑 sin𝜓 sin 𝜃 − sin 𝜑 cos𝜓) + 𝑓𝑦 + Δ𝑦 ,
𝑚 ¥𝑧 = 𝑈 (cos 𝜑 cos 𝜃) − 𝑚𝑔 + 𝑓𝑧 + Δ𝑧 ,

(1)

where p = [𝑥, 𝑦, 𝑧]𝑇 ∈ R3 determines the inertial position
of the UAV, while 𝑚,𝑈, 𝜑, 𝜓 and 𝜃 stand for the mass, total
driving force generated by motors, roll angle, yaw angle, and
pitch angle of the UAV, respectively. Moreover, 𝑓𝑥 , 𝑓𝑦 and 𝑓𝑧
represents unknown nonlinear damping function, while Δ𝑥 ,Δ𝑦 ,
and Δ𝑧 denote the ambient perturbations. 𝑔 is the gravitational
acceleration. The main concentration of this paper is to devise
a proper target tracking solution for the UAV. Thus, to facilitate
controller design, the motion of a target is simplified as{

¤𝑥𝑡 = 𝑣𝑥𝑡 ,
¤𝑦𝑡 = 𝑣𝑦𝑡 ,

(2)

with 𝑣𝑥𝑡 , 𝑣𝑦𝑡 being the target velocity.
Subsequently, define 𝑢𝑥 = 𝑈 (cos 𝜑 cos𝜓 sin 𝜃 + sin 𝜑 sin𝜓)/

𝑚, 𝑢𝑦 = 𝑈 (cos 𝜑 sin𝜓 sin 𝜃 − sin 𝜑 cos𝜓)/𝑚, 𝑢𝑧 = 𝑈 (cos 𝜑
cos 𝜃)/𝑚−𝑔 as the control inputs. To promote the implement,
model (1) is rewritten as{

¤p = v,
¤v = u + (f +G)/𝑚, (3)

where f =
[
𝑓𝑥 , 𝑓𝑦 , 𝑓𝑧

]𝑇 ∈ R3, G =
[
Δ𝑥 ,Δ𝑦 ,Δ𝑧

]𝑇 ∈ R3, u =[
𝑢𝑥 , 𝑢𝑦 , 𝑢𝑧

]𝑇 ∈ R3 and v =
[
𝑣𝑥 , 𝑣𝑦 , 𝑣𝑧

]𝑇 ∈ R3 is the linear
velocity vector. Let 𝑇𝑘 be the unknown damping parameter
with 𝑘 = 𝑥, 𝑦, 𝑧, and thus 𝑓𝑘 can be expressed as 𝑓𝑘 = 𝑇𝑘𝑣𝑘 .

B. Problem Formulation

This paper aims to design a MRLTS for the UAV with
constrained performances despite lumped disturbances d𝑚 =

(f + G)/𝑚 =
[
𝐷𝑥 , 𝐷𝑦 , 𝐷𝑧

]𝑇 , which can be decomposed into
the following objectives.

1) Steady-State Tracking Objective: Based on a simple fil-
tering, lumped perturbations including damping uncertainties
in terms of system states and exogenous disturbances caused
by wind can be online counteracted, such that the robustness
of systems can be improved, enabling that

lim
𝑡→∞

d𝑚 − d̂𝑚
 ≤ 𝜀𝑚, (4)

where d̂𝑚 ∈ R3 is the estimate value of d𝑚, while 𝜀𝑚 ∈ R+
represents a sufficiently small positive real number.

2) Optimized Tracking Objective: Endow the UAV with
a trade-off between performance and cost while conforming
performance restrictions by MRLTS.
• Reinforced performance assignment: The relative range

error 𝑒𝜌 = 𝜌 − 𝜌𝑑 and height error 𝑒𝑧 = 𝑧 − 𝑧𝑑 satisfy

−𝜆
𝜌
𝑆𝜌 < 𝑒𝜌 < �̄�𝜌𝑆𝜌,−𝜆𝑧𝑆𝑧 < 𝑒𝑧 < �̄�𝑧𝑆𝑧 , (5)
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Fig. 2. Block diagram of model-based reinforcement learning ground target tracking control framework.

where 𝜌 =

√︃
(𝑥 − 𝑥𝑡 )2 + (𝑦 − 𝑦𝑡 )2, and 𝜌𝑑 is desired

time-varying encircling radius. Moreover, 𝑧𝑑 defines the
desired altitude, while 𝜆

𝜌
, �̄�𝜌, 𝜆𝑧 , �̄�𝑧 ∈ R+ are positive

constants. 𝑆𝜌, 𝑆𝑧 denote two user-defined behavior func-
tions, which are expounded in Section IV.

• Optimizing assignment: The control deviation e =[
𝑒𝜌, 𝑒𝑧

]𝑇 and energy consumption characterized by the
control input u require to be minimized for the optimal
control efficiency via iterative learning. The optimization
problem can be formulated as

min
e,u

∫ 𝑇𝑓

0
e𝑇Q𝜌,𝑧e + u𝑇Pu𝑑𝑡,∀𝑡 ∈

[
0, 𝑇 𝑓

]
, (6)

where Q𝜌,𝑧 > 0 and P ∈ R3×3 are the weight matrices
associated with errors and consumption, respectively.
𝑇 𝑓 ∈ R+ defines the terminal time of the task.

Remark 1: By resorting to (3) and Newton’s second law of
motion, it is easy to obtain that the control input u means the
thrust of the UAV, where thrust is powered by the on-board
battery. The greater the thrust, the more energy of the UAV
is consumed. Therefore, minimizing the u𝑇Pu is equivalent to
minimizing the energy consumption of the UAV.

Assumption 1: The derivative of lumped perturbations ¤d𝑚 is
bounded, and there is a positive number 𝑑𝑚, fulfilling

 ¤d𝑚 ≤
𝑑𝑚.

Remark 2: Assumption 1 has been recognized as a standard
and sufficient condition widely applying in the prevailing
disturbance estimators [28]–[30]. It is worth noting that
the boundedness of continuous wind signals can be readily
inferred, as wind field energy is typically constrained and can
be represented by the superposition of sine and cosine waves
with varying amplitudes, frequencies, and phases, according to

the Fourier series theorem. Even sudden changes in wind, for-
mulated as step signals, can be adequately characterized using
high-order Taylor expansion polynomials to capture dramatic
variations at an acceptable level. Consequently, Assumption 1
is reasonable and not too strong from engineering practices.

IV. MODEL-BASED REINFORCEMENT LEARNING
TRACKING STRATEGY DESIGN

In this section, a model-based reinforcement learning ellip-
tical tracking controller is investigated for the UAV enslaved
to uncertainties and designated constraints. As observed from
Fig. 2, it comprises a steady-state robust control item u𝑏 and
an approximate optimal component u𝑟 , i.e,

u = u𝑏 + u𝑟 , (7)

where u𝑏 serves as a tracking error stabilization term that
recovers nominal performance under the premise of lumped
perturbations, while u𝑟 is devised to strengthen encircling
manners and deal with the contradiction among appointed time
limits and control costs via learning.

A. Steady-state Robust Control Policy

1) Disturbance Observer Design: In order to counteract
uncertainties consisting of wind disturbances G and damping
uncertainties f, we construct a USDE [29] with a simple
structure in the kinetic loop by imposing a series of filtering
manipulations upon signals v and u𝑏 yielding{

𝜅 ¤v 𝑓 + v 𝑓 = v, v 𝑓 (0) = [0, 0, 0]𝑇 ,
𝜅 ¤u𝑏 𝑓 + u𝑏 𝑓 = u𝑏, u𝑏 𝑓 (0) = [0, 0, 0]𝑇 ,

(8)

where 𝜅 ∈ R+ is a filtering variable. According to an invariant
manifold, a mathematical formulation is presented to link
filtered signals v 𝑓 , u𝑏 𝑓 with disturbance d𝑚.
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Fig. 3. Geometrical profile of elliptical tracking in the plane.

Lemma 1: By invoking (3) and (8), an auxiliary variable is
determined to explicitly describe a quantitative relationship
between filtered signals v 𝑓 , u𝑏 𝑓 and disturbance d𝑚 as

𝜀 =
(
v − v 𝑓

)
/𝜅 −

(
u𝑏 𝑓 + d𝑚

)
, (9)

where 𝜀 is restricted and exponentially converge toward suffi-
ciently small region around zero for 𝜅 ∈ R+. It further gets

lim
𝜅→0

[
lim
𝑡→∞

( (
v − v 𝑓

)
/𝜅 −

(
u𝑏 𝑓 + d𝑚

) ) ]
= 0, (10)

inferring that
(
v − v 𝑓

)
/𝜅−

(
u𝑏 𝑓 + d𝑚

)
= 0 obeys an invariant

manifold as 𝜅 → 0.
Establishing a directed mapping property among filtered

signals v 𝑓 , u𝑏 𝑓 and disturbance d𝑚, in line with (10), a
continuous-time USDE is devised to enhance the robustness
of the system as follows

d̂𝑚 = −u𝑏 𝑓 +
(
v − v 𝑓

)
/𝜅, (11)

with d̂𝑚 being the estimation of d𝑚.

2) Robust Elliptical Tracking Policy: To propel the UAV
to circle around the a planned path centered at target, a
parameterized elliptical trajectory, as illustrated in Fig. 3,
relevant to a long semi-axis 𝑎, a short semi-axis 𝑏, and a
counter clock wise rotation angle 𝛽 can be expounded as

(𝑥 cos 𝛽 + 𝑦 sin 𝛽)2
𝑎2 + (𝑥 sin 𝛽 − 𝑦 cos 𝛽)2

𝑏2 = 1. (12)

Subsequently, define any point attached to the desired ellipse
as [𝜌𝑑 cos 𝜗, 𝜌𝑑 sin 𝜗]𝑇 in the polar framework corresponding
to target p𝑡 , wherein 𝜗 is a polar angle from horizontal axis
to the specific point along the ellipse. By using (12), one has

𝜌𝑑 (𝜗) =
𝑎𝑏√︃

𝑎2 sin2 (𝜗 − 𝛽) + 𝑏2 cos2 (𝜗 − 𝛽)
. (13)

Let 𝛼 be the bearing angle from the UAV to the target,
calculated by

𝛼 = arctan (𝑦𝑡 − 𝑦, 𝑥𝑡 − 𝑥) , (14)

with arctan(·) being the arctangent function. Based on Fig. 3,
geometrical relationship in terms of 𝜗 and 𝛼 is written as

𝜃 − 𝛼 = 𝜋 + 2𝑖𝜋, 𝑖 ∈ Z. (15)

Substituting (15) into (14), one has

𝜌𝑑 (𝛼) =
𝑎𝑏√︃

𝑎2 sin2 (𝛼 − 𝛽) + 𝑏2 cos2 (𝛼 − 𝛽)
. (16)

Note that when the UAV is steered to the predetermined
ellipse trajectory, i.e., 𝜌 = 𝜌𝑑 , the velocity direction of the
UAV will be consistent with the unit tangent speed vector
𝛈1 = [cos 𝛾, sin 𝛾]𝑇 with 𝛾 being the angle between the 𝑥-axis
direction and the tangent direction of ellipse. Then, combining
(15) and (16), the tangent of 𝛾 yields

| tan 𝛾 | =
����𝑑𝜌𝑑 (𝜗) sin 𝜗

𝑑𝜗

𝑑𝜗

𝑑𝜌𝑑 (𝜗) cos 𝜗

����
=

����𝑎2 sin(𝛼 − 𝛽) sin 𝛽 − 𝑏2 cos(𝛼 − 𝛽) cos 𝛽
𝑎2 sin(𝛼 − 𝛽) cos 𝛽 + 𝑏2 cos(𝛼 − 𝛽) sin 𝛽

���� . (17)

The following two equations implying two elements of the
tangent unit vector 𝛈1 can be deduced from (17) as

cos 𝛾 =
𝑎2 sin(𝛼 − 𝛽) cos 𝛽 + 𝑏2 cos(𝛼 − 𝛽) sin 𝛽√︃

𝑎4 sin2 (𝛼 − 𝛽) + 𝑏4 cos2 (𝛼 − 𝛽)
,

sin 𝛾 =
𝑎2 sin(𝛼 − 𝛽) sin 𝛽 − 𝑏2 cos(𝛼 − 𝛽) cos 𝛽√︃

𝑎4 sin2 (𝛼 − 𝛽) + 𝑏4 cos2 (𝛼 − 𝛽)
.

(18)

Since this paper considers a cooperative target for tracking,
the states of the target are available to the UAV. To ensure
that the UAV can pursue and enclose the mobile target along
a prescribed ellipse, the velocity of the target is incorporated
into a planar elliptical tracking guidance law. This allows the
target to be followed regardless of its motion, as described
below:

v𝑟 = 𝑘𝑟 (𝜌 − 𝜌𝑑) 𝛈 + 𝑣𝑑𝛈1 + ¤p𝑡 , (19)

where v𝑟 =
[
�̄�𝑟 𝑥 , �̄�𝑟 𝑦

]𝑇 is a planar velocity command and 𝑘𝑟
is a nonnegative gain to be selected. Relative distance error
𝑒𝜌 = 𝜌 − 𝜌𝑑 in view of planar plane is introduced to drive
the UAV ultimately approximating the desired elliptical orbit.
𝑣𝑑 ∈ R+ is the value of the tangent velocity. Moreover, 𝛈 =

[cos𝛼, sin𝛼]𝑇 is a unit radial vector pointing from the UAV
to the target, aiming to sustain a stable surrounding pattern.

With regard to a pregiven flight height 𝑧𝑑 , we attempt to
establish a longitudinal control law to accurately stabilize
the height tracking error 𝑒𝑧 = 𝑧 − 𝑧𝑑 . By recalling (3), the
differential of 𝑒𝑧 against time can be manufactured by

¤𝑒𝑧 = 𝑣𝑧 − ¤𝑧𝑑 . (20)

The following virtual control law is raised to obtain the
anticipated height changing rate

�̄�𝑧 = −𝑘𝑧𝑒𝑧 + ¤𝑧𝑑 , (21)

where 𝑘𝑧 ∈ R+ is a regulating coefficient. Next, we compound
planar velocity command v𝑟 and vertical velocity instructions
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Fig. 4. Illustration of appointed-time performance envelope.

as an overall expected speed vector v𝑒 =
[
�̄�𝑟 𝑥 , �̄�𝑟 𝑦 , �̄�𝑧

]𝑇 . De-
note velocity tracking error as e𝑣 = v − v𝑒 =

[
𝑒𝑣𝑥 , 𝑒𝑣𝑦 , 𝑒𝑣𝑧

]𝑇 ,
and in line with (3), the time derivative of e𝑣 is derived as

¤e𝑣 = u𝑏 + d𝑚 − ¤v𝑒 . (22)

Based on the estimations generated by USDE, a steady-state
elliptical tracking controller with anti-perturbation resistance
is compiled as

u𝑏 = −𝑘𝑢e𝑣 − d̂𝑚 + ¤v𝑒, (23)

where u𝑏 =
[
𝑢𝑏𝑥 , 𝑢𝑏𝑦 , 𝑢𝑏𝑧

]𝑇 , while d̂𝑚 is a robust term
that actively rejects the lumped disturbances. 𝑘𝑢 ∈ R+ is a
proportionality scalar to be assigned.

Theorem 1: Given a UAV guided by a prescribed ellipse
around a ground mobile target in (2), resorting to the steady-
state robust target tracking control policy in (23), if Assump-
tion 1 holds, the distance error 𝑒𝜌, 𝑒𝑧 , velocity error e𝑣 , and
observation error d̃𝑚 = d𝑚 − d̂𝑚 remain to be input-to-state
stable (ISS).

Proof 1: See Appendix A.

B. Approximate Optimal Compensator

Soft actor-critic (SAC) is an off-policy DRL algorithm
with a framework of actor-critic initially proposed by [31]
containing one actor with parameters 𝜙, two critic and target
critic networks with parameters Θ1,Θ2 and Θ̄1, Θ̄2. In order
to overcome the hyperparameter sensitive problem existing in
deep deterministic policy gradient (DDPG) [32], an entropy
term is added in SAC to provide better learning robustness
and sampling efficiency. In this part, the approximate optimal
compensator based on SAC is constructed for the UAV.

1) Appointed-time Constraints Design: To ensure control-
ling errors evolve within user-designated envelopes, we firstly
impose the following inequality:

−𝜆
𝜌
𝑆𝜌 < 𝑒𝜌 < �̄�𝜌𝑆𝜌, (24)

where 𝜆
𝜌
, �̄�𝜌 ∈ (0, 1] are the predefined parameters to be

designed. 𝑆𝜌 is a behavior function to prescribe settling time
and steady-state accuracy, as depicted in Fig. 4, which can be
stated as

𝑆𝜌 (𝑡)=
{
[(𝑇𝑑 − 𝑡) /𝑇𝑑]1/(1−𝜉𝜌)

(
𝑆𝜌0 − 𝑆𝜌∞

)
+ 𝑆𝜌∞, 0 ≤ 𝑡 < 𝑇𝑑 ,

𝑆𝜌∞, 𝑡 ≥ 𝑇𝑑 ,
(25)

where 𝑇𝑑 is the appointed convergence time. 𝜉𝜌 ∈ (0, 1) is
applied to adjust the decaying rate of 𝑆𝜌. 𝑆𝜌∞ represents the
maximum permissible steady-state bound of 𝑒𝜌. 𝑆𝜌0 is the
initial allowable range, meeting −𝜆

𝜌
𝑆𝜌0 < 𝑒𝜌 (0) < �̄�𝜌𝑆𝜌0.

Inspired by the principle of PPC [19], [20], a transformed
error function 𝐹 (𝑧(𝑡)) is introduced to encode a constrained
signal into an unrestrained one as

𝑒𝜌 (𝑡) = 𝑆𝜌 (𝑡) 𝐹 (𝑧 (𝑡)) , (26)

with

𝐹 (𝑧 (𝑡)) =
(
�̄�𝜌𝑒

𝑧 (𝑡 ) − 𝜆
𝜌
𝑒−𝑧 (𝑡 )

)
/
(
𝑒𝑧 (𝑡 ) + 𝑒−𝑧 (𝑡 )

)
. (27)

By inversing the converted function (27), the transformed error
𝑧(𝑡) is calculated as

𝑧 (𝑡) = 𝐹−1 [
𝑒𝜌/𝑆𝜌

]
=

1
2

ln
[(
𝜆
𝜌
+ 𝑒𝜌/𝑆𝜌

)
/
(
�̄�𝜌 − 𝑒𝜌/𝑆𝜌

) ]
.

(28)

To prevent penalty tending to infinity and eliminate control
singularity, a bounded barrier function 𝑟𝑏 incorporated with
an saturation item is tailored according to (28), expressed by

𝑟𝑏 = −1
2

ln
[(
𝜆
𝜌
+ sat

(
𝑒𝜌/𝑆𝜌

) )
/
(
�̄�𝜌 − sat

(
𝑒𝜌/𝑆𝜌

) ) ]
, (29)

where the saturation function sat(·) is denoted by

sat(𝑥) =


�̄�𝜌 − 𝑐1, 𝑥 ≥ �̄�𝜌 − 𝑐1,

𝑥, −𝜆
𝜌
+ 𝑐1 < 𝑥 < �̄�𝜌 − 𝑐1,

−𝜆
𝜌
+ 𝑐1, 𝑥 ≤ −𝜆

𝜌
+ 𝑐1,

(30)

with 𝑐1 ∈
(
0,min

{
�̄�𝜌, 𝜆𝜌, �̄�𝑧 , 𝜆𝑧

})
, in which 𝜆

𝑧
, �̄�𝑧 ∈ (0, 1].

Similarly, we devise the barrier function for the height error
𝑒𝑧 as

𝑟𝑧 = −
1
2

ln
[(
𝜆
𝑧
+ sat (𝑒𝑧/𝑆𝑧)

)
/
(
�̄�𝑧 − sat (𝑒𝑧/𝑆𝑧)

) ]
. (31)

where subscript 𝑧 corresponds to the height error 𝑒𝑧 and
subscript 𝜌 represents the radial error 𝑒𝜌.

2) Markov Decision Process Modeling: To facilitate the
implementation of DRL, interactions between agents and their
environment can be described by a mathematical model called
Markov decision process (MDP), commonly expressed by a
five-tuple: ⟨S,U,P,R, 𝜍⟩, wherein S, U, P and R mean the
state space, the action space, the state transition probability
and the reward function, respectively. Additionally, 𝜍 ∈ (0, 1]
is a discount factor.

The state vector s𝑡 ∈ S is defined at sampling time 𝑡:

s𝑡=
[
𝑣𝑥𝑝,𝑡 , 𝑣𝑦𝑝,𝑡 , 𝑒𝑧,𝑡 , ¤𝑒𝑧,𝑡 , 𝑒𝜌,𝑡 , ¤𝑒𝜌,𝑡 ,−𝑟𝑏,−𝑟𝑧 , 𝑢𝑥,𝑡 , 𝑢𝑦,𝑡 , 𝑢𝑧,𝑡

]𝑇
,

(32)
where 𝑣𝑥𝑝,𝑡 and 𝑣𝑦𝑝,𝑡 are the practical radial and the tangent
velocity, which can be combined as[

𝑣𝑥𝑝,𝑡

𝑣𝑦𝑝,𝑡

]
=

[
− cos 𝜗𝑡 − sin 𝜗𝑡
cos 𝛾𝑡 sin 𝛾𝑡

] [
𝑣𝑥𝑡,𝑡

𝑣𝑦𝑡,𝑡

]
. (33)

3) Action Space: In MDP, the action is updated at each time
step 𝑡 based on the feedback of the environment, including
the most recent action and current states. On the basis of the
kinematics of the UAV, velocity commands of the 𝑥, 𝑦, and 𝑧
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TABLE II
COMPARISONS OF DIFFERENT REWARD FUNCTIONS

Literature Design concerns of reward fucntion
Time

constraints
Enhanced
accuracy

Energy
consumption

Prescribed
performance

[22], [33] ✗ ✓ ✗ ✗

[24], [25] ✗ ✓ ✓ ✗

Our paper ✓ ✓ ✓ ✓

axis at the time step 𝑡 are chosen as the action vector u𝑟 ,𝑡 ∈ U,
where u𝑟 ,𝑡 is a three-dimensional action space constituted by
three continuous velocity commands, which is represented by

u𝑟 ,𝑡 =
[
𝑢𝑟 𝑥,𝑡 , 𝑢𝑟 𝑦,𝑡 , 𝑢𝑟 𝑧,𝑡

]𝑇
. (34)

Typically, the measured velocity of the UAV is always
limited. Therefore, the selected actions are bounded, which
satisfy 𝑢𝑟 𝑥,min ⩽ 𝑢𝑟 𝑥 ⩽ 𝑢𝑟 𝑥,max, 𝑢𝑟 𝑦,min ⩽ 𝑢𝑟 𝑦 ⩽ 𝑢𝑟 𝑦,max,
𝑢𝑟 𝑧,min ⩽ 𝑢𝑟 𝑧 ⩽ 𝑢𝑟 𝑧,max, where 𝑢𝑟 𝑥,min, 𝑢𝑟 𝑥,max, 𝑢𝑟 𝑦,min,
𝑢𝑟 𝑦,max, 𝑢𝑟 𝑧,min, 𝑢𝑟 𝑧,max ∈ R. Then, the Markov decision
process for target tracking procedure is formulated as

s𝑡+1 ∼ P
(
s𝑡+1 | s𝑡 , u𝑟 ,𝑡

)
, (35)

with P
(
s𝑡+1 | s𝑡 , u𝑟 ,𝑡

)
being the transition probability from

state s𝑡 to s𝑡+1 after selecting action u𝑟 ,𝑡 .
4) Reward Function Design: Firstly, to confine relative

distance error and height error without violating prescribed
envelopes, we introduce the barrier functions into the reward
function. Secondly, to reduce the energy consumption, we take
control input and tangential speed offset �̃�𝑦𝑝 = 𝑣𝑦𝑝 − 𝑣𝑑 into
account. The reward function can be defined in a quadratic
form as

𝑅1 = −τ𝑇Q𝜏τ − u𝑇Q𝑢u, (36)

where τ =
[
𝑟𝑏, �̃�𝑦𝑝 , 𝑟𝑧

]𝑇 and Q𝜏 ,Q𝑢 ∈ R3×3 are the error
dynamics vector and weight matrices, respectively.

In particularly, when three controlling deviations remain at
a high accuracy domain, a special sparse reward 𝑅2 is involved
to encourage agents to sustain such performance, as

𝑅2 =


𝑟𝜌, if |𝑟𝑏 | < 𝜌𝑐𝑖𝑟 ,
𝑟𝑣 , if

���̃�𝑦𝑝 �� < 𝑣𝑐𝑖𝑟 ,
𝑟𝑧 , if |𝑟𝑧 | < 𝑧𝑐𝑖𝑟 ,
0, otherwise,

(37)

with 𝑟𝜌, 𝑟𝑣 , 𝑟𝑧 being the positive reward value to be assigned.
To sum up, overall reward function defined to be

𝑅 = 𝑅1 + 𝑅2. (38)

Remark 3: Compared with existing reward functions [22]–
[25], [33], [34] failing to address time constraints and
prescribe tracking performance, a bounded barrier function
that interprets time requirements is devised in this paper by
converting the constrained error into an unconstrained one.
This enables the DRL to effectively make a trade-off between
performance and energy consumption. A brief comparison of
different reward functions is presented in Table II.

5) Reinforcement Learning Based on SAC: The objective of
SAC is to learn a policy to maximize the expected return and
the entropy of the policy utilizing

𝜋∗ = arg max
𝜋

∑︁
𝑡

E(s𝑡 ,u𝑟,𝑡)
[
𝜍 𝑡 (𝑅𝑡 + 𝛿H (𝜋 (· | s𝑡 )))

]
, (39)

where 𝜋 is the agent’s policy and 𝜋∗ is the agent’s optimal
policy. E specifies the expected value. 𝛿 denotes a temperature
parameter.H (𝜋 (· | s𝑡 )) = − log 𝜋 (· | s𝑡 ) means the entropy of
the policy 𝜋 under the state s𝑡 .

Learning process of SAC can repeatedly execute policy eval-
uation and policy improvement. In the policy evaluation, the
Q-function 𝑄Θ

(
s𝑡 , u𝑟 ,𝑡

)
is computed by applying a modified

Bellman backup operator T 𝜋 [31], which can be given by

𝑄Θ

(
s𝑡+1, u𝑟 ,𝑡+1

)
=T 𝜋𝑄Θ

(
s𝑡 , u𝑟 ,𝑡

)
=𝑅𝑡 + 𝜍Es𝑡+1 [𝑉 (s𝑡+1)] ,

(40)

with

𝑉 (s𝑡 ) = E𝜋
[
𝑄Θ

(
s𝑡 , u𝑟 ,𝑡

)
− 𝛿 log 𝜋

(
u𝑟 ,𝑡 | s𝑡

) ]
, (41)

being the state value function. In the policy improvement,
policy is updated by

𝜋𝑛𝑒𝑤 = arg min
𝜋′∈Π

D𝐾𝐿
(
𝜋′ (· | s𝑡 ) ∥

exp (𝑄 𝜋𝑜𝑙𝑑 (s𝑡 , ·) /𝛿)
𝑍 𝜋𝑜𝑙𝑑 (s𝑡 )

)
,

(42)
with D𝐾𝐿 ,Π, 𝜋𝑜𝑙𝑑 , 𝑄 𝜋𝑜𝑙𝑑 , 𝑍 𝜋𝑜𝑙𝑑 being the Kullback-Leibler
(KL) divergence, a policy set, the policy from the last update,
the Q-value of 𝜋𝑜𝑙𝑑 , and the partition function, respectively.

Lemma 2: Maximizing the objective function corresponds to
minimizing the KL divergence between the policy distribution
and Q-function distribution. The new policy in (42) satisfies
𝑄 𝜋𝑜𝑙𝑑 ≤ 𝑄 𝜋𝑛𝑒𝑤 .

Proof 2: Please refer to [35].

The network parameters Θ of 𝑄 𝜃
(
s𝑡 , u𝑟 ,𝑡

)
are trained to

minimize the following Bellman residual.

𝐽𝑄 (Θ) =

E(s𝑡 ,u𝑟,𝑡)∼D
[
1
2
(
𝑄Θ

(
s𝑡 , u𝑟 ,𝑡

)
−
(
𝑅𝑡 + 𝜍Es𝑡+1

[
𝑉Θ̄ (s𝑡+1)

] ) )2
]
,

(43)
where D is the replay buffer, and Θ̄ is the network parameters
of the target Q-function 𝑄Θ̄

(
s𝑡 , u𝑟 ,𝑡

)
. Similarly, the policy

𝜋𝜙
(
u𝑟 ,𝑡 | s𝑡

)
that outputs the mean value 𝜇 and standard de-

viation 𝜎 of a Gaussian distribution is learned by minimizing
the KL divergence

𝐽𝜋 (𝜙) = E(s𝑡 ,u𝑟,𝑡)∼D
[
𝛿 log 𝜋𝜙

(
u𝑟 ,𝑡 | s𝑡

)
−𝑄Θ

(
s𝑡 , u𝑟 ,𝑡

) ]
.

(44)

Remark 4: In order to facilitate the implementation of the
MRLTS, a summary of tuning regulations and sensitivity
analyses for fundamental parameters is provided as follows:

1) In view of steady-state robust controller, 𝑘𝑟 , 𝑘𝑧 and 𝑘𝑢
are proportionality coefficients that the larger value of
them will promote radial error and vertical error to
converge to a smaller residual set.

2) For the USDE, We can find that the magnitude of obser-
vation error d̃𝑚 corresponds to the filtering parameter
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Algorithm 1 MRLTS Algorithm
1: Initialize the training environment, including the environ-

mental information, target trajectory, as well as states of
the UAV.

2: Assign values to the target network parameters Θ̄1 ←
Θ1, Θ̄2 ← Θ2,D ← ∅,D0 ← ∅.

3: Attain data set D0 by running u𝑏 with u𝑟 = 0.
4: Train initial critic parameters Θ0

1,Θ
0
2 using D0 according

to (43).
5: Initialize the replay memory D ← D0.
6: Assign values to critic network Θ1 ← Θ0

1,Θ2 ← Θ0
2 and

their targets Θ̄1 ← Θ0
1, Θ̄2 ← Θ0

2.
7: for each episode do
8: Select the UAV state from the given range.
9: for each time step do

10: Choose an action u𝑟 ,𝑡 in terms of s𝑡 .
11: Obtain the overall control input u𝑡 by combing u𝑟 ,𝑡

with u𝑏.
12: Calculate reward function 𝑅𝑡 by (38) and collect the

next state S𝑡+1 by (32) from environment.
13: Store sampling tuple

(
s𝑡 , u𝑟 ,𝑡 , 𝑅𝑡 , s𝑡+1

)
into D.

14: Extract 𝑁 batches of historical data from D.
15: Θ 𝑗 ← Θ 𝑗 − 𝜆𝑄∇𝜃 𝐽𝑄

(
Θ 𝑗

)
, 𝑗 = 1, 2.

16: 𝜙← 𝜙 − 𝜆𝜋∇𝜙𝐽𝜋 (𝜙).
17: 𝛿← 𝛿 − 𝜆𝛿∇𝛿𝐽𝛿 (𝛿).
18: Θ̄ 𝑗 ← 𝜅ΘΘ 𝑗 + (1 − 𝜅Θ) Θ̄ 𝑗 , 𝑗 = 1, 2.
19: end for
20: end for

𝜅. Specifically, a minor 𝜅 can contribute to an accurate
estimation of lumped disturbances and an increased
level of tracking accuracy.

3) Regarding the barrier function, the arguments 𝜆
𝜌
, �̄�𝜌,

𝜆
𝑧
, �̄�𝑧 , 𝑆𝜌0, and 𝑆𝑧0 should be chosen correctly to satisfy
−𝜆

𝜌
𝑆𝜌0 < 𝑒𝜌 (0) < �̄�𝜌𝑆𝜌0 and −𝜆

𝑧
𝑆𝑧0 < 𝑒𝑧 (0) < �̄�𝑧𝑆𝑧0

An arbitrary arriving time can be theoretically realized
by selecting the parameter 𝑇𝑑 𝜉𝜌 and 𝜉𝑧 determines the
decaying rate of radial and vertical errors. Specifically,
larger 𝜉𝜌 and 𝜉𝑧 will lead to a faster convergence rate
of involved errors.

4) For the reward function, Q𝜏 and Q𝑢 are weight ma-
trices, adjusting the balance between performance and
energy consumption metrics. A larger magnitude of Q𝜏

indicates a higher priority given to tracking precision.
𝑟𝜌, 𝑟𝑣 , and 𝑟𝑧 should be selected as a constant with
minor magnitudes. Alternatively, an excessively large
value typically leads to a sluggish reward convergence.

V. IMPLEMENTATION OF MRLTS ALGORITHM

The flowchart of proposed MRLTS algorithm is displayed
in Fig. 2, where a unique control input comprising of a
steady-state robust tracking policy u𝑏 and an approximate
optimal compensator u𝑟 is compounded to run the overall
system. Specifically, for a given target tracking mission with
time restrictions, the target motion, initial states of the UAV
and environmental information should be determined for es-
tablishing a training environment. The entire offline training

process is executed repeatedly, including a series of learning
episodes and massive time steps. At each time step 𝑡, we
collect experience samples via constantly interacting with the
environment. Those historical data including the current state
s𝑡 , the action u𝑟 ,𝑡 , the reward 𝑅𝑡 , and the state from the next
time step s𝑡+1 will be stored as a tuple

(
s𝑡 , u𝑟 ,𝑡 , 𝑅𝑡 , s𝑡+1

)
in a

replay memory D. At each policy evaluation and improvement
step, we stochastically extract 𝑁 batches of historical data from
the replay memory D to learn neural network parameters Θ

and 𝜙. In initialization stage, a benchmark controller u𝑏 is
applied to generate starting data samples D0 for fitting an
initial Q-value functions. As such, when learning is executed
in the training stage, a good starting point with high-quality
experiences can be provided for the agent, as shown in
Algorithm 1, where 𝜆𝑄, 𝜆𝜋 , 𝜆𝛼 > 0 are learning rates, while
𝜅Θ > 0 is a soft updating constant. ∇(·) is a gradient operation.
When the initialization is over, both u𝑏 and the latest updated
policy 𝜋𝜙

(
u𝑟 ,𝑡 | s𝑡

)
is exploited to run the UAV system again.

Remark 5: It is worth emphasizing that the size of the sample
sets has an impact on the convergence of the reward function.
Specifically, a small sample size for DRL training will make it
difficult to stabilize the reward function and will require more
time for training. Conversely, a large sample size will lead to
excessive memory occupation, which is intractable for schedul-
ing limited onboard resources. Additionally, the simulation
step is another crucial factor in evaluating the performance of
MRLTS. A smaller time step can enhance the accuracy of tar-
get tracking and improve optimization capabilities. However,
it unavoidably increases the computational burden, resulting
in higher computational complexity. Therefore, it is important
to select an appropriate sample size and time step to achieve
a balance among various requirements.

VI. SIMULATION RESULTS

In this section, to substantiate the viability and superiority
of the involved MRLTS algorithm, four cases are executed via
MATLAB/SIMULINK platform with a simulation time step
configured by 0.02𝑠.

A. Simulation Setup

Given a UAV pursuing a nonstationary ground target with
a motion trajectory p𝑡 = [0.4𝑡, 0.2𝑡 + 6 sin(𝜋𝑡/50)]𝑇 (𝑚).
The desired altitude 𝑧𝑑 of the UAV is set to be 10(𝑚).
Corresponding controller arguments are set in Table III.

In the initialization, the starting state of the UAV is assigned
as 𝑥(0) = 20(𝑚), 𝑦(0) = 0(𝑚) and 𝑧(0) = 2(𝑚). At the
training stage, we repeat the training processes for 1,500 times,
i.e., 1,500 episodes. For each episode, the tracking mission is
performed for 100𝑠. Moreover, DRL configurations of MRLTS
can be found in Table IV.

To straightforward prove the advantages of presented algo-
rithms, various controllers are provided as below.

1) Classical Elliptical Tracking Controller [16] (abbreviated
as CETC). It propels integrator agents to accomplish an
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TABLE III
PARAMETERS FOR THE MRLTS

Modules Values

Steady-state
robust control

policy

USDE 𝜅 = 0.125

Elliptical
circling action

𝑎 = 8, 𝑏 = 4, 𝛽 = 0,
𝑘𝑟 = 0.7, 𝑣𝑑 = 4,
𝑘𝑧 = 1.2, 𝑘𝑢 = 20

Approximate
optimal

compensator

Barrier
function

𝜆𝜌 , �̄�𝜌 , 𝜆𝑧 , �̄�𝑧 = 1,
𝑆𝜌0 = 20, 𝑆𝑧0 = 15, 𝑇𝑑 = 3,
𝑆𝜌∞, 𝑆𝑧∞ = 0.5, 𝜉𝜌 = 0.6,
𝜉𝑧 = 0.8, 𝑐1 = 0.0001

Reward
function

Q𝑢 = 𝑑𝑖𝑎𝑔[0.05, 0.05, 0.05],
Q𝜏 = 𝑑𝑖𝑎𝑔[1, 1, 1],
𝜌𝑐𝑖𝑟 , 𝑣𝑐𝑖𝑟 , 𝑧𝑐𝑖𝑟 = 0.1,
𝑟𝑣 = 0.25, 𝑟𝜌 , 𝑟𝑧 = 0.75

TABLE IV
DEEP REINFORCEMENT LEARNING CONFIGURATIONS

Parameters Values

Learning rate 𝜆𝑄 0.001
Learning rate 𝜆𝜋 0.0001
Learning rate 𝜆𝛿 0.0001

Soft updating rate 𝜅Θ 0.01
Replay memory capacity 1 × 105

Sample batch size 𝑁 256
Discount factor 𝜍 0.99

Time steps per episode 5000
Training episodes 1500

Score averaging window length 10
Range of the action

[
𝑢𝑟𝑥,min, 𝑢𝑟𝑥,max

]
[−5, 5] (𝑚/𝑠)

Range of the action
[
𝑢𝑟𝑦,min, 𝑢𝑟𝑦,max

]
[−5, 5] (𝑚/𝑠)

Range of the action
[
𝑢𝑟𝑧,min, 𝑢𝑟𝑧,max

]
[−1, 1] (𝑚/𝑠)

Dimensions of observations 11

elliptical escorting mission without considering uncertainties
and time restrictions, which is described as{

v𝑟 = 𝑘1𝑒𝜌𝛈 + 𝑘2𝑣𝑑𝛈1,

u = −𝑘𝑢e𝑣 + ¤v𝑒,
(45)

where 𝑘1 is a nonnegative coefficient and 𝑘2 denotes a
parameter to be designed. The related arguments are set as
𝑘1 = 0.7, 𝑘2 = 1.

2) Soft Actor-Critic Based Elliptical Tracking Controller
[31] (abbreviated as SAC-ETC). It should be emphasized that
DRL-based tracking results with time constraints are very
rare. To reveal the merits of proposed learning rules, the
prevailing SAC is tailored to address specified constraints,
wherein we adopt approximate optimal compensator u𝑟 as the
target tracking strategy.

3) PPC-based Elliptical Tracking Controller [21] (abbrevi-
ated as PPC-ETC). By converting constrained error dynamics
into an unconstrained one. The concrete expression of PPC-
ETC follows

v𝑟 = 𝑘3𝑧𝜌𝛈/𝛽𝜌 − 𝑒𝜌 ¤𝑆𝜌𝛈/𝑆𝜌 + 𝑣𝑑𝛈1 + ¤p𝑡 ,
�̄�𝑧 = −𝑘4𝑧𝑧 + ¤𝑧𝑑 + 𝑒𝑧 ¤𝑆𝑧/𝑆𝑧 ,
u = −𝑘𝑢e𝑣 + ¤v𝑒 − d̂𝑚,

(46)

Fig. 5. Comparisons of learning curve using MRLTS and SAC-ETC.

where 𝛽𝜌 =

[
1/

(
𝜆
𝜌
+ 𝑒𝜌/𝑆𝜌

)
+ 1/

(
�̄�𝜌 − 𝑒𝜌/𝑆𝜌

) ]
/2𝑆𝜌, 𝑘3 =

0.7, 𝑘4 = 1.2. 𝑧𝑖 = 0.5 ln
( (
𝜆
𝑖
+ 𝑒𝑖/𝑆𝑖

)
/
(
�̄�𝑖 − 𝑒𝑖/𝑆𝑖

) )
, 𝑖 = 𝜌, 𝑧.

B. Comparative Study

We compare the MRLTS with the SAC-ETC to demonstrate
the improvement of sampling efficiency and reward conver-
gence. Fig. 5 illustrates the learning curves of the MRLTS
and SAC-ETC. It is clearly inspected that reward functions of
both algorithms can converge to the optimal value as episodes
augment. However, MRLTS results in a larger return and
a faster convergence rate in comparison to the SAC-ETC,
which is primarily profiting from the utilization of model-
based controller to evade unnecessary and time-consuming
explorations from mistakes.

To elucidate MRLTS’s capability in addressing time con-
straints, comparisons are conducted. Figs. 6 and 7 depict the
evaluation outcomes between CETC, SAC-ETC, and MRLTS,
which comprise 3-D tracking curves, planar tracking orbit,
transient profiles under relative coordinates, and response of
errors. It can be observed that all involved strategies can drive
the UAV to arrive at the desired ellipse while maintaining
an anticipated tracking pattern around a mobile target. Un-
fortunately, the CETC fails to handle performance constraints
and lumped disturbances. Moreover, although SAC-ETC can
drive the UAV to realize the appointed time requirements, due
to the lack of the assistance of modeling information, SAC-
ETC results in an inferior transient tracking performance and
a worse steady-state accuracy than MRLTS.

In contrast, benefiting from the barrier function that in-
terprets inequality constraints, the MRLTS can confine the
relative range error and the height error strictly within user-
defined performance regions. The UAV can be driven to arrive
the desired ellipse before designated time and retain a stable
encirclement around the target. Subsequently, to validate the
effectiveness of the USDE, various lumped perturbations d𝑚
including time-varying wind disturbances G and damping
uncertainties f are imposed on the UAV, which are presented
in (47), (48), and (49). It can be observed from Fig. 8 that
uncertainties can be estimated promptly by USDE and the
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Fig. 6. 3D curves of tracking a ground mobile target. (a) CETC. (b) SAC-ETC. (c) MRLTS.
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Fig. 7. Planar tracking path, transient profiles of relative positions as well as relative range errors and height errors under CETC, SAC-ETC, and MRLTS.

robustness of the system can be ensured.

Disturbance 1:


f =

[
0.008𝑣𝑥 , 0.008𝑣𝑦 , 0.008𝑣𝑧

]𝑇
,

G =[5(sin 𝑡 + sin 1.2𝑡 − cos 0.8𝑡),
5(cos 1.2𝑡 + sin 0.5𝑡 − cos 0.8𝑡),
5 sin 0.6𝑡]𝑇 .

(47)

Disturbance 2:


f =

[
0.012𝑣𝑥 , 0.012𝑣𝑦 , 0.012𝑣𝑧

]𝑇
,

G =[10(sin 𝑡 + sin 0.5𝑡 − cos 0.8𝑡),
10(cos 𝑡 + sin 0.5𝑡 − cos 0.8𝑡),
10 sin 1.5𝑡]𝑇 .

(48)

Disturbance 3:


f =

[
0.02𝑣𝑥 , 0.02𝑣𝑦 , 0.02𝑣𝑧

]𝑇
,

G =[15(sin 1.2𝑡 + sin 0.8𝑡 − cos 𝑡),
15(cos 1.2𝑡 + sin 0.5𝑡 − cos 𝑡),
15 sin 1.8𝑡]𝑇 .

(49)

C. Effectiveness Confirmation of MRLTS by Setting Various
Profiles

In this section, to certify the effectiveness of the MRLTS in
addressing different performance constraints. We conduct nu-
merous simulations considering various parameters of profiles,
and related parameters are listed in Table V. As elaborated
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Fig. 8. Estimations of lumped disturbances by USDE. (a) 𝑥 direction of d𝑚1. (b) 𝑦 direction of d𝑚1. (c) 𝑧 direction of d𝑚1. (d) 𝑥 direction of d𝑚2. (e) 𝑦
direction of d𝑚2. (f) 𝑧 direction of d𝑚2. (g) 𝑥 direction of d𝑚3. (h) 𝑦 direction of d𝑚3. (i) 𝑧 direction of d𝑚3.
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Fig. 9. Evolutions of controlling errors under different profiles. (a) Profile 1. (b) Profile 2. (c) Profile 3. (d) Profile 4. (e) Profile 5. (f) Profile 6.

in Fig. 9, the convergence performances of radial error 𝑒𝜌
and vertical error 𝑒𝑧 , including arriving time, steady-state
precision, and decaying rate can be readily regulated by setting
corresponding arguments. It further demonstrates the superior
ability of MRLTS in handling appointed-time constraints and
implementing designated performance requirements. More-
over, from Table V and Fig. 9, we can see that the convergence
time of errors are no more than prescribed arriving time, while
error profiles can be confined within designed boundaries,
implying that the MRLTS can ensure the stability and maintain
the robustness of the system.

D. Performance Analysis

To explicitly declare the superiority of MRLTS in reconcil-
ing contradictions between performance and energy consump-
tion, different strategies are executed.

Above all, we construct a cost function, to assess the
comprehensive performance of various controllers, which can
be defined as 𝐶cos 𝑡 (e, u) =

∫ 𝑇𝑓

0 e𝑇Q𝜌,𝑧e + u𝑇Pu𝑑𝑡,∀𝑡 ∈[
0, 𝑇 𝑓

]
. Here, 𝑇 𝑓 is the terminal time, Q𝜌,𝑧 = 𝑑𝑖𝑎𝑔[1, 1],

and P = 𝑑𝑖𝑎𝑔[0.05, 0.05, 0.05]. Fig. 10 illustrates outcomes

TABLE V
DIFFERENT PROFILES SETTING

Design arguments Convergence time
of the error

Profile 1
𝜆𝜌 = 1, �̄�𝜌 = 1, 𝑆𝜌0 = 18,
𝑆𝜌∞ = 0.5, 𝑇𝑑 = 2, 𝜉𝜌 = 0.4.

1.98𝑠

Profile 2
𝜆𝜌 = 0.5, �̄�𝜌 = 0.5, 𝑆𝜌0 = 30,
𝑆𝜌∞ = 0.3, 𝑇𝑑 = 3, 𝜉𝜌 = 0.6.

2.52𝑠

Profile 3
𝜆𝜌 = 1, �̄�𝜌 = 1, 𝑆𝜌0 = 20,
𝑆𝜌∞ = 0.2, 𝑇𝑑 = 5, 𝜉𝜌 = 0.3.

4.6𝑠

Profile 4
𝜆𝑧 = 0.9, �̄�𝑧 = 0.9, 𝑆𝑧0 = 10,
𝑆𝑧∞ = 0.5, 𝑇𝑑 = 2, 𝜉𝑧 = 0.3.

2𝑠

Profile 5
𝜆𝑧 = 0.8, �̄�𝑧 = 0.8, 𝑆𝑧0 = 15,
𝑆𝑧∞ = 0.5, 𝑇𝑑 = 3, 𝜉𝑧 = 0.6.

2.72𝑠

Profile 6
𝜆𝑧 = 0.6, �̄�𝑧 = 0.6, 𝑆𝑧0 = 18,
𝑆𝑧∞ = 0.3, 𝑇𝑑 = 5, 𝜉𝑧 = 0.4.

4.84𝑠

of the PPC-ETC method. Compared with MRLTS, although
PPC-ETC can effectively guide the UAV to complete time-
sensitive tracking tasks with high accuracy, due to the lack
of learning capability, it results in unnecessary maneuvering
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Fig. 10. Evolution of UAV’s elliptical tracking a ground mobile target. (a) 3-D curve of tracking during 𝑡 ∈ [0, 100]𝑠. (b) Planar motion trajectory of the
UAV during 𝑡 ∈ [0, 100]𝑠. (c) Transient profile under relative coordinates during 𝑡 ∈ [0, 3]𝑠. (d) Evolution of transient relative range error. (e) Evolution of
steady-state relative range error. (f) Evolution of steady-state relative height error. (g) Evolution of transient relative height error.

TABLE VI
QUANTITATIVE INDICATORS COMPARISONS

Index
Controller CETC [16] PPC-ETC [21] SAC-ETC [31] MRLTS

RMSE 1.0859 0.8633 1.0874 0.9509
STD 1.0666 0.8573 1.0748 0.9434

Energy cost 27083 8501 14495 5029
Cost values 84274 9714 15485 5216

Optimization
ability

No No Yes Yes

Constraint
handling ability

No Yes Yes Yes

Computational
complexity 𝑎 1.02% 1.56% 9.43% 9.38%

𝑎. Computational complexity is defined by the ratio of accumulated operational time to
the entire simulation time.

( )t s

u

Fig. 11. Comparisons of transient control efforts about different controllers.

and excessive energy consumption, which is evident from its
motion trajectory originating from starting point to the ellip-
tical path as well as the steady-state error profiles concerning
relative distance error 𝑒𝜌 and altitude error 𝑒𝑧 .

Furthermore, Figs. 11 and 12 plot the comparisons of
the transient control efforts and the cost value of various
schemes in different intervals. Figs. 11 and 12 reveal that
MRLTS is advantageous in making a trade-off between track-
ing performance and energy consumption. Different from non-
DRL tracking methods that prioritize tracking performance,
incurring excessive energy waste, our method can attain the
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Fig. 12. Comparisons of cost functions concerning different controllers.

lowest cost value during each time phase.
Next, to quantitatively demonstrate strengths and weak-

nesses among involved strategies. Table VI summarizes cost

values, root mean square error RMSE =

√︃
1
𝑝

∑𝑝

𝑖=1
(
𝑒𝜌 (𝑖)

)2,
energy cost, optimization ability, standard deviation STD =√︃

1
𝑝

∑𝑝

𝑖=1
(
𝑒𝜌 (𝑖) − 𝑒∗𝜌

)2, constraints handling ability as well as
computational complexity, where 𝑝 is the number of the data
elements and 𝑒∗𝜌 is the mean value of the error. Compared
with other strategies, the MRLTS can achieve an optimal target
tracking while sternly submitting to prescribed time limitations
without incurring great computational burden.

E. Evaluation of Generalization Ability

In this section, we conduct simulations of two different
scenarios to demonstrate the strong generalization ability of
MRLTS. In this first scenario, we compare MRLTS with the
DDPG [32] by involving the initial position sets of the UAV
that have not been considered during the training process,
wherein DDPG has been trained under the same environment
as MRLTS prior to evaluation. In the second scenario, we
introduce a more maneuverable target that has not been
considered during pre-training for UAV tracking.
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Fig. 13. Mobile target tracking with different initial positions of the UAV by
DDPG [32] (scenario 1).
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Fig. 14. Mobile target tracking with different initial positions of the UAV by
MRLTS (scenario 1).
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Fig. 15. Evolution of a more complicated target tracking p𝑡 = [0.4𝑡 , 0.2𝑡 +
2 sin(3𝜋𝑡/50) ]𝑇 (𝑚) (scenario 2).
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Fig. 16. Evolution of a more complicated target tracking p𝑡 = [0.5𝑡 , 0.25𝑡 +
1.6 sin(𝜋𝑡/10) ]𝑇 (𝑚) (scenario 2).

In view of scenario 1, we select starting locations of the
UAV as 𝑥(0) = 23(𝑚), 𝑦(0) = 4(𝑚), and 𝑧(0) = 2(𝑚) that
are not involved in the training stage. Fig. 13 displays the
tracking trajectory of the UAV with altered initial positions
using DDPG, revealing that the controlling error exceeds
the prescribed performance boundaries and fails to meet
specific time requirements. In contrast, as shown in Fig. 14,
MRLTS demonstrates superior adaptability to untrained sce-
narios, which retains the capability to address designated state
constraints while maintaining a high level of tracking accuracy.

In scenario 2, the motion trajectories of a more maneuverable
target are selected as p𝑡 = [0.4𝑡, 0.2𝑡 + 2 sin(3𝜋𝑡/50)]𝑇 (𝑚)
and p𝑡 = [0.5𝑡, 0.25𝑡+1.6 sin(𝜋𝑡/10)]𝑇 (𝑚), and corresponding
results are exhibited in Fig. 15 and Fig. 16. It can be inferred
that MRLTS is capable of stabilizing tracking errors within
designated profiles and has the potential to handle more
complex target motion.

VII. CONCLUSION

In this paper, a special learning-based paradigm is investi-
gated for the UAV to achieve fast reward convergence and
a balance between performance and consumption. First, a
steady-state robust item is designed to driven the UAV to
approximate the specified tracking trajectory despite unknown
uncertainties. Then, a complementary learning part is explored
to empower the UAV with optimization ability and constraint
handling capability by incorporating a skilled barrier function
into DRL framework. Simulation results verify the effective-
ness of MRLTS. However, the migration capability of MRLTS
is limited when the motion trajectory of the target significantly
deviates from the trajectory trained during the learning stage.

In the near future, it is valuable and meaningful to imple-
ment and validate the target tracking approach in real-world
UAV systems.

APPENDIX A
PROOF OF THEOREM 1

Proof: In terms of (3), (8) and (11), the derivative of error
dynamics ¤̃d𝑚 is deduced as

¤̃d𝑚 = ¤d𝑚 − ¤̂d𝑚 = ¤d𝑚 −
[ (
¤v − ¤v 𝑓

)
/𝜅 − ¤u𝑏 𝑓

]
= −

(
d𝑚 − d̂𝑚

)
/𝜅 + ¤d𝑚 = −d̃𝑚/𝜅 + ¤d𝑚.

(50)

Then, define a Lyapunov function as

𝑉1 =
1
2

d̃𝑇𝑚d̃𝑚. (51)

Consider (50) and recall Young‘s inequality [17], there has

¤𝑉1 = −d̃𝑇𝑚d̃𝑚/𝜅 + d̃𝑚 ¤d𝑚
≤ −

[
(2 − 𝜅)d̃𝑇𝑚d̃𝑚

]
/2𝜅 + 𝑑2

𝑚/2 = −𝐾1𝑉1 +𝜛1,
(52)

where 𝐾1 = (2 − 𝜅)/𝜅, 𝜅 ∈ (0, 2) and 𝜛1 = 𝑑2
𝑚/2. Taking the

integration of (52) over (0, 𝑡) yields

0 ≤ 𝑉1 (𝑡) ≤ 𝜛1

(
1 − 𝑒−𝐾1𝑡

)
/𝐾1 +𝑉1 (0)𝑒−𝐾1𝑡 . (53)

Consequently, by resorting to
√
𝑚 + 𝑛 ≤

√
𝑚 +
√
𝑛, 𝑚 >

0, 𝑛 > 0, one can get thatd̃𝑚 (𝑡) ≤ √︃
2𝜛1

(
1 − 𝑒−𝐾1𝑡

)
/𝐾1 +

d̃𝑚 (0)√𝑒−𝐾1𝑡 . (54)

Therefore, under the premise of Assumption 1, the es-
timation error is ISS with upper bound of

d̃𝑚 (𝑡) ≤
max

{d̃𝑚 (0)√𝑒−𝐾1𝑡 ,
√︁

2𝜛1/𝐾1

}
.

Let p1 = [𝑥, 𝑦]𝑇 ∈ R+, v1 =
[
𝑣𝑥 , 𝑣𝑦

]𝑇 ∈ R+ be the planar
location and velocity of the UAV. Subsequently, notice that
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𝛈 = [cos𝛼, sin𝛼]𝑇 ≜ (p𝑡 − p) /𝜌 and differentiating 𝑒𝜌 over
time based on (19) renders

¤𝑒𝜌 =
[(
¤p𝑇𝑡 − ¤p𝑇1

)
(p𝑡 − p1) /𝜌

]
− ¤𝜌𝑑 = −

(
v𝑇1 − ¤p

𝑇
𝑡

)
𝛈 − ¤𝜌𝑑

= −𝑘𝑟 𝑒𝜌 −
(
𝑒𝑣𝑥 cos𝛼 + 𝑒𝑣𝑦 sin𝛼

)
− 𝑣𝑑𝛈𝑇1 𝛈 − ¤𝜌𝑑 .

(55)
In view of (55), (22) substituting (21) into (20), the error

dynamics of translational system can be restated as
¤𝑒𝜌 = −𝑘𝑟 𝑒𝜌 −

(
𝑒𝑣𝑥 cos𝛼 + 𝑒𝑣𝑦 sin𝛼

)
− 𝑣𝑑𝛈𝑇1 𝛈 − ¤𝜌𝑑 ,

¤𝑒𝑧 = −𝑘𝑧𝑒𝑧 + 𝑒𝑣𝑧 ,
¤e𝑣 = u𝑏 + d𝑚 − ¤v𝑒 .

(56)
For the tracking system, taking velocity loop and trajectory

loop, construct the Lyapunov candidate as below:

𝑉2 =
1
2

(
e𝑇𝑣 e𝑣 + 𝑒2

𝜌 + 𝑒2
𝑧

)
. (57)

Invoking (29), the derivative of 𝑉2 with regard to time
follows that

¤𝑉2 ≤ − 𝑘𝑟 𝑒2
𝜌 − 𝑘𝑧𝑒2

𝑧 − 𝑘𝑢 ∥e𝑣 ∥2

+
��𝑒𝜌�� [ ( |𝑒𝑣𝑥 | + ��𝑒𝑣𝑦 ��) + 𝑣𝑑 + | ¤𝜌𝑑 |]
+ |𝑒𝑧𝑒𝑣𝑧 | +

e𝑇𝑣 d̃𝑚
2
.

(58)

According to (16), one can readily infer that ¤𝜌𝑑 is con-
strained, satisfying | ¤𝜌𝑑 | ≤ �̄�. By virtue of Young’s inequality,
one has 

��𝑒𝜌�� (|𝑒𝑣𝑥 | + ��𝑒𝑣𝑦 ��) ≤ 𝑒2
𝜌 + 𝑒2

𝑣𝑥/2 + 𝑒2
𝑣𝑦/2,��𝑒𝜌�� (𝑣𝑑 + | ¤𝜌𝑑 |) ≤ 𝑒2

𝜌/2 + (𝑣𝑑 + �̄�)2 /2,
|𝑒𝑧𝑒𝑣𝑧 | ≤ 𝑒2

𝑣𝑧/2 + 𝑒2
𝑧/2,e𝑇𝑣 d̃𝑚

2 ≤ ∥e𝑣 ∥2 /2 +
d̃𝑚2 /2.

(59)

Afterwards, based on (59), (58) can be rewritten as the
following simplified inequation.

¤𝑉2 ≤ −𝐾2𝑉2 +𝜛2, (60)

where 𝐾2 = min
(
2𝑘𝜌 − 3, 2𝑘𝑧 − 1, 2𝑘𝑢 − 2

)
> 0 and 𝜛2 =

(𝑣𝑑 + �̄�)2 /2 +
d̃𝑚2 /2. Then taking the integration of (60)

over (0, 𝑡), yields

0 ≤ 𝑉2 (𝑡) ≤ 𝜛2

(
1 − 𝑒−𝐾2𝑡

)
/𝐾2 +𝑉2 (0)𝑒−𝐾2𝑡 . (61)

Therefore, prompted by Theorem 1, when 𝑡 →∞, 𝑒𝜌, 𝑒𝑧 , e𝑣
are terminally upper bounded by 𝑒𝜌 ≤

√︁
2𝜛2/𝐾2, 𝑒𝑧 ≤√︁

2𝜛2/𝐾2, ∥e𝑣 ∥ ≤
√︁

2𝜛2/𝐾2, and the system is ISS. ■
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